
APMA - Probability Formula Sheet
Distribution Data
Discrete

In all formulas, q = 1 − p.

Bernoulli:

Binomial:

X ∼ Bin(n, p) : E[X] = np, Var[X] = npq

Geometric:

Pascal:

Poisson:

Continuous

Exponential:

X ∼ Ber(p) : PX(k) =

E[X] = p, Var[X] = pq

⎧
⎨⎩

p k = 1
q k = 0
0 else

X ∼ Geo(p) : PX(k) = {

E[X] =
1

p
, Var[X] =

q

p2

pqk−1 k = 1, 2, 3, …
0 else

X ∼ Pascal(ℓ, p) : PX(k) =

E[X] =
ℓ

p
, Var[X] =

ℓq

p2

⎧⎪⎨⎪⎩(k − 1

ℓ − 1
)pℓqk−ℓ k = ℓ, ℓ + 1, ℓ + 2, …

0 else

X ∼ Pois(λ) : PX(k) =

E[X] = λ, Var[X] = λ

⎧
⎨⎩

λke−λ

k!
k = 0, 1, 2, …

0 else

X ∼ Exp(λ) : fX(t) = {

E[X] =
1

λ
, Var[X] =

1

λ2

λe−λt t ≥ 0
0 else
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Erlang:

Normal:

X ∼ N (μ, σ2), fX(x) =
1

√2πσ2
exp(−

(x − μ)2

2σ2
)

Uniform:

Tail Estimation
Markov inequality: Assume X ≥ 0 for all outcomes, and c > 0 is any constant. Then:

P [X ≥ c] ≤
E[X]

c

Chebyshev inequality: Assume c > 0 is any constant. Then:

P[ |X − μX| ≥ c ] ≤
Var[X]

c2

Linear MSE Estimator
The optimal linear MSE estimator function of X given Y  is:

The expected error of this estimator is:

e∗
L = E [(X − X̂L(Y ))

2
] = σ2

X(1 − ρ2
X,Y )

X ∼ Erlang(ℓ, λ) : fX(t) =

E[X] =
ℓ

λ
, Var[X] =

ℓ

λ2

⎧⎪⎨⎪⎩ λℓ

(ℓ − 1)!
tℓ−1e−λt t ≥ 0

0 else

X ∼ Unif[a, b], fX(x) =

E[X] =
a + b

2
, Var[X] =

(b − a)2

12

⎧
⎨⎩

1

b − a
x ∈ [a, b]

0 else

X̂L(Y ) = a∗Y + b∗

a∗ = ρX,Y
σX

σY
=

Cov[X, Y ]

Var[X]
, b∗ = μX − a∗μY

af://h2-4
af://h2-5

	APMA - Probability Formula Sheet
	Distribution Data
	Discrete
	Continuous

	Tail Estimation
	Linear MSE Estimator


